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ABSTRACT

The well-known resource-constrained project schieduproblem (RCPSP) schedules
project activities within the precedence and rerm@earesource constraints while
minimizing the total lead-time of the project. Tihasic problem description assumes non-
pre-emptive activities with fixed durations, andshlaeen extended to various other
assumptions in literature.

In this paper, we investigate the effect of threvdy assumptions on the total lead-time
and the total resource utilization of a project.r¥precisely, we investigate the influence
of variable activity durations under a fixed workntent, the possibility of allowing
activity pre-emption and the use of fast trackinglécrease a project’s duration.

We give an overview of the procedures developeditarature and present some
modifications to existing solution approaches tpecwith our activity assumptions under
study. We present computational results on a getdataset and evaluate the impact of

all assumptions on the quality of the schedule.



1. INTRODUCTION

The well-knownresource-constrained project scheduling probléRCPSP) is
one of the most widely studied problems in projecheduling and can be stated as
follows. In a project networks(N,A) in an activity-on-the-node (AoN) format, the sét
nodesN are used to represent thactivities (humbered from 1 tg i.e. N| =n) and a set
of pairs of activitiesA represent the precedence relations between agiviturthermore,
project execution requires a set of resouResith a constant availability, for each
resource typ& [ R throughout the project horizon. Each activityl N is assumed to
have a deterministic duratiah O IN and requiresik [ IN units of resource typk. The
dummy start and end activities 1 andhave zero duration and zero resource usage. A
schedule can be defined by mivector of start timess(, ...,s,), and implies am-vector
of finish times {y, ...,f,). A schedule is said to easibleif it is non-pre-emptive and if
both the precedence and renewable resource cartsteae satisfied, anaptimal if the
project makespafa is minimized.

Figure 1 displays a project network example withcdivities and one resource
type with an availabilitya; of 6. This example will be used throughout the a@rder of
this paper. The duratiah of each activity has been displayed above the node, while the
resource demand;; has been shown below the node. The optimal solutvih a

minimal project duration of 9 has been displayethatright part of figure 1.

Insert Figure 1 About Here

In this paper, we relax the strict activity assuomd of the basic RCPSP and
investigate the impact of these assumptions omtiadity of the project schedule. More
precisely, we investigate the effect of three aistiassumptions, i.e. fixed or variable
activity durations, activity pre-emption (splittingnd fast tracking (parallel execution of
sub-parts of activities). The purpose of this redeas twofold. First, we present some
adaptations to current solutions approaches to woipethe activity assumptions under
study. This allows the generation of optimal scheslfor the various problem types that

can be used for comparison purposes.



Second, we evaluate the impact of the various iactassumptions on the total
project lead-time as well as on the efficiencyedaurce use. In doing so, we are able to
provide some general guidelines to project schedula better choosing between the
various activity options in their scheduling softea

The outline of the paper is as follows. In sectwe discuss the three activity
assumptions into detail. We show that many assemptdo not fundamentally change
the problem description and can therefore be sdbyeahy RCPSP solution procedure. In
section 3, we propose some adaptations on a welWkrbranch-and-bound procedure
for the basic RCPSP to cope with most of our nesumptions. Section 4 presents
detailed computational results and investigatesrtipact of the activity assumptions on
the quality of the schedule, both from a lead-tiasefrom a resource point-of-view.

Section 5 presents some overall conclusions angestigns for future research.

2. PROJECT SCHEDULING UNDER THREE ACTIVITY ASSUMPTIONS

Many project scheduling software packages aim atcitnstruction of resource
feasible schedules in order to minimize the tatabtime of the project. Hence, an AoN
project network with a list of activities with tlieorresponding precedence relations and
resource requirements need to be given as an inpawever, various activity
assumptions need to be made by the user in ordeortstruct a feasible schedule. We
investigate three different activity assumptions,sammarized in figure 2. This figure
displays the effect of the three assumptions oivigc of figure 1. These extensions

are:

» Fixed duration or fixed work
» The presence of activity pre-emption

* The effect of fast tracking

Fixed duration or fixed workThe basic RCPSP assumes that each activity
consists of a deterministic work conté&fi for each resource-typge and imposes a fixed
durationd, and fixed resource requirememig on its execution. The extension to the

discrete time/resource trade-off probld®DTRTP) still assumes a fixed work content but



allows variable activity durations. As an examgaletivity 2 of figure 1 still has a fixed
work contentW; of 9 for the single resource type 1, but can neavelkecuted under
different scenarios. Note that many commercialveafe packages pay a lot of attention
to this activity assumption, and call for the wetdlnsidered use of this activity option
before the construction of a schedule (see e.gntary “Duration * Units = Work”
examples of Uyttewaal (2005)).

Activity pre-emptionThe basic RCPSP assumes that each activity, daded
will be executed until its finish. The extensiontt® pre-emptive resource-constrained
project scheduling problePRCPSP) allows activities to be pre-empted atiatgger
time instant and restarted later on at no additi@ost, and has been investigated in
literature as an option to further reduce the tptaject lead-time. The literature for the
pre-emptive discrete time/resource trade-off probl@DTRTP) is, to the best of our
knowledge, completely void. In most project schedukoftware packages, the option of
activity splitting can be made before the constamcof a resource-feasible schedule. The
option to split activities has an effect on the @mof execution scenarios, as displayed
in figure 2.

Fast tracking:Fast tracking is a scheduling technique used tocedhe total
project lead-time during project execution. Whewjgcts are fast-tracked, it usually
indicates the compression of a project schedulddiyg certain activities in parallel that
would normally be done in a sequence. Hence, itaigs the precedence relations
between activities which implies activity executiah incomplete information. In our
paper, we investigate the impact of within-activiigst tracking, which allows the
execution of pre-emptive sub-parts of an activityparallel. The fast tracking option
removes precedence relations between sub-partseedmpted activities and increases
the number of execution scenarios. The within-@gtifast tracking option is inspired on
the idea that activities are executed by groupgsdurces (with a fixed availability), but
the total work can often be done by multiple gros parallel). Thepre-emptive
resource-constrained project scheduling problemhwiast tracking (PRCPSP-FT)
assumes pre-emptive activities with fixed duratjowkich results ind; parallel sub-
activities with each a resource requiremapt The pre-emptive discrete time/resource
trade-off problem with fast trackinPDTRTP-FT) assumes variable activity durations



(under a fixed work content) and allows the pre-evepand parallel execution of each
sub-activity with a duration and resource requiretregjual to 1, as shown in the bottom
part of figure 2. To the best of our knowledge, titerature of resource-constrained
project scheduling with a fast tracking option beg¢w pre-emptive sub-parts of activities

iIs completely void.

Insert Figure 2 About Here

In the next subsection, we show that the PRCPS® ,PRCPSP-FT and the
PDTRTP-FT can be solved by any solution approachtfe basic resource-constrained
project scheduling problem. In section 2.2, we etate on the DTRTP and the PDTRTP.

2.1 The sub-activity network for the PRCPSP, PRCPSP-FT and PDTRTP-FT

In this section, we show that the resource-comshproject scheduling problem
can be easily extended to cope with 3 of our agtassumptions, i.e. PRCPSP, PRCPSP-
FT and PDTRTP-FT, and hence, these problem instacene be solved by any solution
algorithm for the RCPSP.

Kaplan (1988, 1991) was the first to study the PREPbut she did not present a
correct exact solution procedure (Demeulemeestérterroelen, 1996). Ballestin et al.
(2006) have developed a meta-heuristic proceduselt@ the PRCPSP. Demeulemeester
and Herroelen (1996) have translated the RCPSPhéoPRCPSP by means of a
subactivity project networlG(N’,A’) and developed a branch-and-bound procedure to
optimally solve the problem. In a sub-activity netl, each activityi is splitted intod,
sub-activitiesis (s = 1, ...,d) with a sub-activity duratiord, = 1 and a corresponding
resource requirement, = r,. The PRCPSP allows activity pre-emption and assume
that the remaining part of the activity is schedulater in the schedule. Hence, a
precedence constraint between each paiis{;) is added in the sub-activity network.

The complete PRPCSP sub-activity network has bégrlaged in figure 3(a) and splits
the 7 non-dummy activities into 16 sub-activitidfe optimal schedule is displayed in



the right part of figure 3(a) and leads to an oNgn@ject lead-time reduction from 9 to 8
thanks to the pre-emption of activities 4 and 5.

Insert Figure 3 About Here

The option to fast track pre-empted sub-parts t¥iéies boils down to the option
to schedule sub-activities of the same activitpanallel, and hence, implies the removal
of all precedence relations between sub-activifethe same activity. Consequently, the
sub-activity network for the PRCPSP-FT assumes ¢hah activityi is splitted intod;

sub-activitiess (s = 1, ...,d;) with a sub-activity duratiom, = 1, resource requirements
nx = fx, and no precedence relations between sub-actwfiehe same activity. The

fast track option for the PDTRTP-FT assumes a stilviy network where each activity

i is splitted intoWix sub-activitiess (s = 1, ...,Wi) with a sub-activity duratior;, =1,
resource requirements, =1, and no precedence relations between subitaiof the

same activity.

Figures 3(b) and 3(c) represent the sub-activitifwagks and corresponding
optimal schedules for the PRCPSP-FT and the PDTRI,Respectively. The PRCPSP-
FT schedule shows a decreased lead-time from 8timer units, thanks to the parallel
execution of pre-emptive sub-part for activitiegt25, 6 and 7. The sub-activity network
for the PDTRTP-FT contains 36 sub-activities, widl durations and resource
requirements equal to 1. The optimal resource Iid@schedule has a minimal project
lead time of 7 time units with a more efficient@asce consumption over time.

Since the PRCPSP, PRCPSP-FT and DTRTP-FT can Ibesegpped by a sub-
activity network, these problem types can be solvgdany algorithm for the RCPSP.
Many exact and (meta-)heuristic RCPSP procedurgs baen presented in literature,
and overviews can be found in Icmeli et al. (199Qydamar and Ulusoy (1995),
Herroelen et al. (1998), Brucker et al. (1999),thl@nn and Kolisch (2000), Kolisch and
Padman (2001) and Kolisch and Hartmann (2004).uncorrent paper, we rely on the
efficient branch-and-bound procedure of Demeuleteeesd Herroelen (1992) to solve

various problem instances. Their depth-first appindauilds up partial schedules starting



at time 0 and continuing systematically throughth# search process by iteratively
adding (sub-)activities until a complete feasibdbeslule is obtained. A partial schedule
at levelp of the search tree will be further build by detemimy the next decision moment
dm at which unscheduled activities might start. Atisaheduled activities which are a
candidate to start at tinthm are calculated and collected in the Eeff eligible activities.
The previously scheduled but @ unfinished activities belong to the sgof activities

in progress. If scheduling all activities frd] Satdmwould cause a resource conflict,
the procedure starts to branch to the next lgvel 1 and delays subsets (delaying
alternatives) ok [0 S to resolve resource conflicts. It has been shihahit is sufficient

to limit the search to thminimal delaying alternativesvhich contain no other delaying
alternatives as a subset. Then, a minimal delagitggnative needs to be selected, which
involves that only the unselected activitieskof] S will be scheduled atlm while all
previously scheduled activities &and the activities oE that belong to the alternative
are postponed. This process is repeated untilsaableaschedule is found, followed by a
backtracking mechanism and the algorithm continassa usual branch-and-bound
procedure. The branch-and-bound procedure has ieele very efficient thanks to a
number of dominance rules (probably the best kn@mhe cutset dominance rule) and
efficient lower bound calculations.

Demeulemeester and Herroelen (1996) have adapsadaiiginal RCPSP branch-and-
bound procedure to cope with pre-emptive activities that purpose, they rely on the sub-
activity network (see figure 3(a)) with all actiyidurations equal to one. Furthermore, they
removed some inefficient or redundant lower boumdtidations and dominance rules and
simplified their branching strategy. Indeed, sialesub-activities that are scheduled at a decision
momentdm automatically end one time unit later, the nexdisien moment automatically equals
dm+ 1, resulting in an empty s8tof activities in progress. The authors observieardrade-off
between computational effort to solve the PRCPSKE #me resulting schedule quality
improvements compared to the RCPSP, and show tt&ity pre-emption has only a small
positive effect on a project’s lead-time. HowevBallestin et al. (2006) recently showed that
high-quality heuristic solutions can be obtainedeneasily for the PRCPSP than for the RCPSP.

In the current paper, we rely on the original btaaad-bound procedure of
Demeulemeester and Herroelen (1992) to solve theS®C and adapt this procedure to
make it more efficient for solving the RCPSP-FT #mel PDTRTP-FT (see section 3).



2.2 The solution approach for the DTRTP

The DTRTP assumes variable activity durations @sdurce requirements with a
fixed work contentW; for a single resource type (note that only 1 ressuype is
considered, and hence, no resource/resource tfildetween multiple resources are
included). Each activity can be executed accordling set of feasible execution modes
M. Every modem represents a combination of duratid, and resource requirements
Fiamy for whichdim) * riym> Wi1. De Reyck et al. (1998) have shown that it isisigfft
to consider only efficient modes for which all atlieasible modes are either higher in
duration or higher in resource requirements. Asxample, seM, of figure 4 contains 5
efficient modesm = (dim), riym), 1.e. M2 = {(1,9), (2,5), (3,3), (5,2), (9,1)}. Note that
modes (2,5) and (5,2) exceed the minimal work agndé 9 by 1 unit, and mode (1,9) is
infeasible towards to renewable resource consgaifihe optimal schedule has a
decreased lead-time from 9 to 7 time units wheftisgifrom fixed durations (RCPSP)

to fixed work content (DTRTP), thanks to the setatiof a different mode for activities
4,6and 7.

Insert Figure 4 About Here

Demeulemeester et al. (2000) have presented aemt:bound procedure to
solve the DTRTP that relies activity-mode combinationbranching strategy as an
extension of the minimal delaying alternatives brang strategy. Activity-mode
combinations are subsets of the candidate acBvitieset E (1 S), executed in a specific
mode. The authors have shown that only feasiblenaaxximal combinations need to be
considered. An activity-mode combinationfémasibleif the activities can be executed in
parallel in the specified mode without causing sotgce conflict, andnaximalif no
other activity can be added in one of its mode$aouit causing a resource conflict. The
authors mention the importance of efficient resetvased lower-bounds since the
resource utilization for a DTRTP schedule is oftanch higher than for an RCPSP
schedule. The literature for the PDTRTP is, to llest of our knowledge, completely

1C



void. In the current paper, we do not considerRRETRTP since the problem type can
not be transformed to a sub-activity network ahéscase for the PRCPSP, PRCPSP-FT
and the PDTRTP-FT. Hence, we restrict the reseafchctivity pre-emption to the
PRCPSP.

In the remainder of this paper, we consider varigpgroaches for the PRCPSP,
PRCPSP-FT and the PDTRTP-FT, since they can rapesbéy a sub-activity network
and solved by any procedure for the basic RCPSihdasated by dashed lines in figure
2). Hence, we do not present new solution procediarethe DTCTP, but only rely to an

existing DTCTP procedure to compare its resultd wiir newly obtained solutions.

3 A BRANCH-AND-BOUND PROCEDURE

In this section, we present two adaptations tobitamch-and-bound procedure of
Demeulemeester and Herroelen (1992) in order teoesthe PRCPSP-FT and the
PDTRTP-FT more efficiently. Section 3.1 presents ahapted minimal delaying
alternatives approach to solve the PRCPSP-FT.dtiose3.2, we present adapted lower
bound and upper bound calculations for the PDTRTP-F

3.1. The minimal delaying alternativesfor the PRCPSP-FT and the PDTRTP-FT

Demeulemeester and Herroelen (1992) have shownotiigtminimal delaying
alternatives need to be investigated during theinth-and-bound procedure. A minimal
delaying alternative is a subset of activities ®lagl in order to resolve a resource
conflict, that contains no other delaying altervatas a subset. Since the PRCPSP-FT
removes precedence relations between sub-actjvélesub-activitieds of an activityi
become eligible to be scheduled at the same dacmsmment, and hence, the number of
minimal delaying alternatives at each level of g®arch tree grows exponentially.
However, an extension of the minimal delaying aléives principle limits the search of
delaying alternatives to subsets of the eligiblevdies of setE, and dominates many

nodes in the branch-and-bound tree, as follows:
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Theorem: In order to define the set of minimal delayingeatatives for the
PRCPSP-FT and the PDTRTP-FT, it is sufficient thriethe number of sub-activities
for each activityi that should be chosen from the eligibleset

The theorem implies that it is not required to defivhich sub-activities should be
selected from the eligible set for entrance in eadfimal delaying alternativeAll sub-
activities have a duration of 1 and the Sef activities in progress is always empty at the
decision momentm Hence, if a minimal delaying alternative selegtsub-activities of
activity i from the eligible seE, then every other combination @fsub-activies of in E
will lead to an equivalent schedule. In our spedifiplementation, we always select the
e highest numbered sub-activities of activitio enter the minimal delaying alternative,

such that the remaining lower numbered sub-acwitire scheduled din

Insert Table 1 About Here

Table 1 illustrates the theorem at the initial dexi moment O for the example
PRCPSP-FT problem of figure 3(b). The Eedf eligible sub-activities contains all sub-
activities of activities 2, 3 and 4, i.E.= {21, 2, 23, 31, 4, 4, 43}. Scheduling all sub-
activities in parallel results in a total resoudemand of 14 units, which exceeds the
availability of 6. In order to solve this resoummanflict, the branch-and-bound procedure
of Demeulemeester and Herroelen (1992) generatesitnal delaying alternatives.
The theorem selects only one delaying alternativeedch combinatiog,, ;3 ande,, and
hence, only alternatives 1, 3, 6 and 16 need woheidered in the tree.

3.2. Thelower and upper bound calculationsfor the PDTRTP-FT

The PDTRTP-FT assumes sub-activities with all donst and resource
requirements equal to 1 and no precedence relati@ween within-activity sub-
activities. Hence, the problem type is a strongxation of the RCPSP for which many

alternative optimal schedules exist. In this segtiove present straightforward yet
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efficient lower and upper bounds that dramaticatiprove the efficiency of the adapted
branch-and-bound algorithm of section 3.2.
Lower bound LBy the algorithm calculates at each node of the Ibramci-

bound tree theninimal remaining duratiorL, of each sub-activitys of the eligible seE

(i.e. ready to be scheduled) at decision mordemtHence, the lower bouridB, at level

p of the tree equalsim+ mDaEx(LiS) and is based on the backward calculations (froe th

dummy end node to the dummy start node).of as follows:

S

Is

e[S

where S_is used to denote the set of all (immediate aadsitive) non-dummy

successor sub-activities of sub-activigyand S _| is used to represent the number of sub-
activities in this set. Moreovery, is used to represent the number of sub-activifes

activity i with a higher subscript than the sub-scspif sub-activityis (these are sub-

activities isi1, isiz,.., iy, ). (note that all higher numbered sub-activities c@ot be

scheduled earlier than sub-activifydue to our specific delaying alternatives approaich

theorem 1). This lower bound calculates the minireadaining length of each activity as

S
the maximum of the resource-based remaining scheéuigth {zl and the minimal

. . . u;
remaining length of its successom%x(Lj ), increased by a factdrﬂ; Jto represent
isbsg - 7 g

the minimal required extra time needed to schedwed itsu, higher subscripted sub-

activities of the same activity
Lower boundLBy: At the initial node of the branch-and-bound triée, algorithm

replaces the decision momeuih by the earliest possible start tinST of each sub-

activity is, and hence, the lower bouh8, can be replaced HyB, = éng,zl((ESTs +1;_), with
IS
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P ]
EST =max | 2 |, max(EST )+1[+| =
. a |IoRt a

where P_ is used to denote the set of all (immediate aadsitive) non-dummy
predecessor sub-activities of sub-activigyand|P,_| is used to represent the number of
sub-activities in this set. Moreovel, is used to represent the number of sub-activities

of activity i with a lower subscript than the subscrgpbf activity is (these are sub-
activitiesiy, i,..,1s1).

Upper bound UBy: At the start of the search process, a prioritg-tésed upper
bound by generating a resource feasible schedule te serial schedule generation

scheme will be constructed. The algorithm reliesto@ L, ranking to construct the

priority rule, with the maximurﬂsls‘ value and the index of the sub-activity as tie-

breaking rules.
Figure 5 displays the sub-activity network of figut for the PDTRTP-FT, with
the values ofEST and L, . The lower bound By equals 7 (see nodesg 7s, 7o, 81, 8 and

9;) and the upper bourldB, has a total duration of 7 and corresponds to thedule of
figure 3(c). Hence, the resource-feasible scheduolestructed for the upper bound is

optimal, and no branching is needed.

Insert Figure 5 About Here
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4COMPUTATIONAL RESULTS

In this section, we test the impact of the threeviig assumptions on the problem
complexity and the schedule quality based on 1r@@@omly generated project networks
generated by RanGen (Demeulemeester et al. 2008. number of non-dummy
activities f — 2) has been set at 10, 12, 14, 16, 18 and 20amitorder strength OS and a
resource-constrainedness RC fixed at 0.2, 0.4a18060.8. All project instances require a
single resource type with an availability of 10 taniThe activity durations have been
chosen randomly between 1 and 5. Using 20 instafaresach problem setting, we
obtain a problem set of 6 * 4 * 4 * 20 = 1920 netlwadnstances. In section 4.1, we
measure the problem complexity by means of diffetmanch-and-bound procedures.
Section 4.2 investigates the impact of all assuomgtion the total project lead-time and

the utilization of resources.

4.1 Impact of the activity assumptions on the problem complexity

In this section, we report computational results foe resource-constrained
problems discussed in section 2. Thanks to thesfibamation to sub-activity networks,
the PRCPSP, PRCPSP-FT and the DTRTP-FT can bedsblvehe efficient RCPSP
procedure of Demeulemeester and Herroelen (1998jed¥er, the contribution of the
adaptations of section 3 will be tested for the PBEB-FT and PDTRTP-FT.

The results have been displayed in table 2. Theeatation ‘DH92’ refers to the
branch-and-bound procedure of Demeulemeester andodfen (1992) while the
abbreviation ‘DH96’ refers to the branch-and-boymmdcedure of Demeulemeester and
Herroelen (1996) for the PRCPSP. The adapted brandfbound approach as discussed
in sections 3 will be abbreviated with ‘DV06’. Thaws labeled “sub-activities” displays
the average number of sub-activities in the subkictnetwork (this number equals to

our number of activities for the RCPSP row).
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The row “Avg. OS” displays the average value far trder strength OS, defined
as the number of immediate and transitive precezleglations between tha ¢ 2) non-
dummy (sub-)activities in relation to a maximal ren (( - 2).(n - 3))/2 of precedence
relations between (sub-)activities. The average \@lbie equals 0.5 for the original
problem instances, which is an average of our Ran@aut settings 0.2, 0.4, 0.6 and 0.8.
The row “Avg. CPU” displays the average CPU-time ¢econds) needed to solve a
problem instance and the row “% Opt” reports thenber of problem instances that
could be optimally solved within a time limit of @@econds.

The results can be summarized as follows. Fird, tdble clearly reveals the
increase in problem complexity as we move furthemf the basic assumptions of the
RCPSP. All RCPSP relaxations lead to an increatigeimumber of sub-activities (e.g. an
increase from 20 to approximately 61.85 sub-aatisifor the PRCPSP and PRCPSP-FT
to 300.25 sub-activities for the PDTRTP-FT). Howewaote that the PRCPSP is still
easier to solve than the PRCPSP-FT, although lmtls show an equal number of sub-
activities. Hence, the order strength, that meastme presence of precedence relations in
the sub-activity network, has decreased from 0.&pjaroximately 0.46 for the PRCPSP-
FT and increased to approximately 0.53 for the PREPThis lower (higher) amount of
precedence relations is responsible for the difiegan problem complexity between the
PRCPSP and the PRCPSP-FT, which is completelyéwliith the negative effect of OS
on problem complexity in literature (Herroelen ddel Reyck, 1999).

Second, the table shows that dedicated and progpewific algorithms always
perform better than the RCPSP branch-and-bouncedue applied on the sub-activity
networks. Though the DH92 procedure shows relatigebd results for the PRCPSP, the
dedicated DH96 clearly outperforms it. The RCPSPaR@l the PDTRTP-FT could not
be efficiently solved by the DH92 procedure. TheB\adaptations clearly improve the
results, both from a CPU-time as from a percentageed to optimality point-of-view.
The DVO06 procedure is able to optimally solve dREPSP-FT problem instances with
up to 16 non-dummy activities, and can optimallyiveo309 20-activity problem
instances within the pre-specified limit of 100 eds. The average CPU-times decrease
drastically compared to the DH92 procedure fron8230 less than 1 second for the 20-
activity instances. The PDTRTP-FT instances coutd be solved by the DH92

16



procedure, but show excellent results for the D\f@6cedure. Almost all problem
instances could be optimally solved at very low CRiduirements. Thanks to the
removal of all within-activity precedence relatioffiast tracking) as well as the presence
of variable durations (fixed work), optimal scheshibbften utilize all available resources
almost completely. Hence, the initial lower bourig}, is often equal to the initidl By,

such that no branching is needed.

Insert Table 2 About Here

The increase in problem complexity by relaxing thesic assumptions of the
RCPSP is, from an algorithmic point-of-view, sttafgrward. However, the increase in
problem complexity can also be considered fromagept manager’s point-of-view, who
is using a commercial software scheduling packagient a resource-feasible schedule.
The many options (activity splitting, fast trackjrgced duration versus fixed work) all
have a result on the quality of the schedule, dmel more complex the problem
description, the more degrees of freedom the soéwas. Hence, an optimal schedule
for the PRCPSP-FT or PDTRTP-FT, for example, might to a very tight schedule in
which many original activity input durations ancgoerce units have been changed due to
activity interruptions (pre-emption), precedencétien violations (fast tracking) and
multiple execution modes (fixed work instead ofefixduration). Due to the adaptations
of the original DH92 procedures and the computati@xperience of this section, we are
able to measure the impact of all activity assuamsion the quality of the schedule,
which is the subject of the next sub-section. Iingcso, the project manager can get
insight into the impact of various activity assuraps and better balance on the trade-off

between relaxed activity assumptions and too magyesks of scheduling freedom.

4.2 Theimpact of the activity assumptions on project lead-time and resour ce utilization

In this section, we report results for the vari@acsivity assumptions and their
impact on the quality of the schedule. To that pagy we rely on the dedicated

algorithms for the problem types under study:
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The DH92 procedure for the RCPSP, the DH96 proeettur the PRCPSP, the
DV06 procedures of section 3 for the PRCPSP-FT #red PDTRTP-FT and the
Demeulemeester et al. (2000) procedure (DDHOODTRTP.

The impact of the activity assumptions on the saleduality has been measured
both from a project lead-time and a resource atilan point-of-view. The row “Avg.
LT” of table 3 displays the average decrease dl tptoject duration compared to the
minimal makespan found by solving the RCPSP problEne row “Avg. Res” displays
the average resource utilization ratiPARUR), defined as theesource utilization ratio

(Valls et al., 2002) for all resource types avetageer the complete scheduling horizon,

R .\
i.e.ARURZfIW 2 Wi As an example, the average resource utilizattio equals (6
. ‘ a
Nty k=1 i=1 9K

+4+4+4+4+4+3+3+2)/(9*6)=62.9%ly 1 resource type) for the RCPSP
schedule of figure 1 and 70.8% (80.9%) for the ropti schedule for the PRCPSP
(PRCPSP-FT and PDTRTP-FT) of figure 2.

Insert Table 3 About Here

The results can be summarized as follows. Firsdwathg pre-emption in the
RCPSP has almost no effect on both the lead-tirddtaresource utilization. Hence, the
‘task splitting’ option of project scheduling sotive, which results in pre-emptive and
often less clear schedules, is no good alternativiaprove the schedule quality. Second,
the shift from fixed duration activities to fixedovwk activities (DTRTP), however, has a
major effect on both the lead-time (an improvemeaith approximately 20%) and
resource utilization (from approximately 75% to 92%more). Hence, the ‘fixed work’
option should be carefully considered as a defaptibn, since — although resulting in an
increasing problem complexity — it has a major lherad effect on the schedule quality.
Third, ‘within-activity fast tracking’ turns out thiave a beneficial effect on the fixed
duration activities (PRCPSP-FT), leading to apprately 15% lead-time improvement
and 88% resource utilization, but the extra besefihen using fixed work activities

(PDTRTP-FT) are relatively small compared to theywefficient schedules found by the

18



DTRTP. Hence, allowing fixed work activities alrgadesults in a very efficient
schedule, making the within-activity fast trackiagredundant alternative to improve

schedule quality.
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5 CONCLUSIONS

In this paper, we provided a computational expenimef a project network
dataset in order to measure the impact of threferdiit activity assumptions on the
overall quality of the schedule. The three actiagsumptions, fixed duration or fixed
work, activity splitting and fast tracking, are s#dy related to project scheduling
software options and need to be made by the projaciager. The schedule quality has
been measured both from a lead-time as from a resautilization point-of-view. All
activity assumptions can be considered as relaxatimm the activity assumptions for
the well-known resource-constrained project schaduroblem (RCPSP)

The results show that all relaxations lead to aoreiase of the problem
complexity, and hence, problem specific proceduaes needed to solve problem
instances to optimality. Activity pre-emption hasly a small positive effect on the
schedule quality. The extension to fixed work andést tracking has a major effect on
both the project lead-time and resource utilizatibine additional effect of fast tracking
on the DTRTP seems to be negligible compared tantrease in problem complexity.
We believe that the provided insights are valudble project managers when using
commercial project scheduling software packagesdip them choosing the activity
options and carefully balancing on the trade-otiMgen complexity and schedule quality
impact.

Our future intensions are twofold. First, we aimtla construction of efficient
meta-heuristic solution procedures to solve the PREFT and the PDTRTP-FT where
setups are incorporated between pre-emptive suNdteas These solution procedures
should be able to cope with large-sized and réalsbblem settings. Second, we want to
extend this approach to a flexible activity assuams problem setting, where each of the
activity assumption can differ among activitieghe same project. In doing so, we allow
an option for each activity, and tighten the gappMeen commercial software packages

and various operations research based solutioreguoes from literature.
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FIGURE 1

Example activity network and optimal schedule of the RCPSP
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Resour ce-constrained project scheduling under various activity assumptions

FIGURE 2

Resource Constrained Scheduling
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FIGURE 3

The sub-activity network and corresponding optimal schedule for the PRCPSP, PRCPSP-
FT and the PDTRTP-FT

(a) The PRCPSP
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() PDTRTP-FT
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The activity network and corresponding optimal schedule for the DTRTP
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TABLE 1

Theminimal delaying alter natives at theinitial level of the example problem

Activity i=2 i=3 i =4 (L

Sub-activity [ 1 2 3 1 1 2 3 | e,]| e;| es|selecte

Alternative
1 X X 111] 3 Yes
2 X X 1111 3 No
3 X X X 21 0] 2 Yes
4 X x x 21 0] 2 No
5 x X X 21 0] 2 No
6 X X 21110 Yes
7 x X 11 1] 3 No
8 x x 21 0] 2 No
9 X x 21 0] 2 No
10 X x X 210 2 No
11 X X X 21110 No
12 x X X 21 0] 2 No
13 x x 21 0] 2 No
14 X X X 21 0] 2 No
15 X X X 21110 No
16 X X x 3/0]O0 Yes




FIGURE 5

The sub-activity network for the PDTRTP-FT with EST and L; values
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TABLE 2

The RCPSP and the impact of the pre-emption (PRCPSP) and fast tracking (PRCPSP-FT

and PDTRTP-FT) on problem complexity

Number of activities 10 12 14 16 18 20 Total

RCPSP

Sub-activities 10 12 14 16 18 20

Avg. OS 0.5 0.5 0.5 0.5 0.5 0.5 0.5

DH9? Avg. CPU 0.00 0.00 0.00 0.00 0.00 0.01 0.0
% Opt 100% 100% 100% 100% 100% 100% 100%0

PRCPSP

Sub-activities 31.83 37.82 4421 50.21 55.75 61.85

Avg. OS 0.55 0.53 0.53 0.53 0.53 0.52 0.53

DH9?2 Avg. CPU 0.00 0.00 0.04 0.09 0.85 3.67 0.71
% Opt 100% 100% 100% 100% 99% 97% 999

DH96 Avg. CPU 0.00 0.00 0.03 0.06 0.57 3.20 0.64
% Opt 100% 100% 100% 100% 100% 979 99%

PRCPSP-FT

Sub-activities 31.83 37.82 44.21 50.21 55.75 61.85

Avg. OS 0.46 0.46 0.46 0.47 0.48 0.48 0.47

DH9?2 Avg. CPU 0.43 2.64 7.59 11.67 16.95 23.8p 10.42
% Opt 100% 98% 93% 90% 86% 80% 91%

DVOG Avg. CPU 0.00 0.00 0.05 0.22 1.22 3.96 0.91
% Opt 100% 100% 100% 100% 99% 97% 99%

PDTRTP-FT

Sub-activities 151.56 181.13 212.33 243.00 269.80 30d.25

Avg. OS 0.41 0.41 0.43 0.44 0.44 0.45 0.43

DH9? Avg. CPU 97.04 98.46 99.88 100.00 100.00 100.p0 99.p3
% Opt 3% 2% 0% 0% 0% 0% 1%
Avg. CPU 0.04 0.36 0.40 0.35 1.30 0.5(0 0.44

DV06 % Opt 100% 100% 100% 100% 99% 100% 100%0
LB,=UB, 91% 92% 94% 92% 92% 93% 92%

Note:  DH92 : procedure used for RCPSP, PRCPSP, PRCPSP-FRTAMRTP-FT
DH96 : procedure used for the PRCPSP
DVO06 : procedure for PRCPSP-FT and PDTRTP-FT



TABLE 3

The schedule quality for the RCPSP, PRCPSP, PRCPSP-FT, DTRTP and the PDTRTP-FT

Number of activities 10 12 14 16 18 20 Total

N RCPSP

g Avg. LT 0.00% 0.00% 0.00% 0.00% 0.00% 0.0096 0.00po
Avg. Res 69.66% 72.60% 75.50% 76.55% 78.00% 79.25% 75.26%

© PRCPSP

< Avg. LT 0.47% 0.47% 0.59% 0.51% 0.49% 0.49% 0.50p0

o Avg. Res 70.05% 72.30% 76.01% 76.98% 78.44% 79.47% 75.58%

© PRCPSP-FT

S Avg. LT 18.91% 17.01% 14.76% 14.00% 12.75% 11.8%% 14.88%

o Avg. Res 85.63% 87.44% 88.55% 89.08% 89.36% 89.60% 88.28%

Q DTRTP

g Avg. LT 25.25% 23.13% 20.81% 20.20% 19.10% 18.06% 21.09%

O  Avg. Res 92.18% 93.71% 94.76% 95.61% 95.97% 96.31% 94.Y6%

© PDTRTP-FT

< Avg. LT 26.19% 23.85% 21.37% 21.08% 19.65% 18.72% 21.81%

0 Avg. Res 93.43% 94.66% 95.99% 96.49% 96.63% 97.18% 95.Y3%




